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Investimenti in IA in Italia



Triton è il nome di un malware, scoperto in Medio Oriente, che sarebbe in grado di bloccare i 
sistemi di sicurezza progettati per prevenire gli incidenti industriali catastrofici. Il malware autorizza 
gli aggressori a intrufolarsi nei sistemi di sicurezza.
Quando è stato scoperto da Julian Gutmanis nell’estate 2017, il malware stava infettando un 
impianto petrolchimico in Arabia Saudita, disattivando i controllori fisici che fungono da ultima 
difesa contro i possibili incidenti, che possono mettere a repentaglio la vita del personale.
Questo comportamento rende Triton uno dei malware più micidiali al mondo poiché potrebbe, 
ipoteticamente, causare l’esplosione di un impianto petrolifero, facendo aumentare la pressione 
all’interno delle condutture piene di materiale infiammabile attraverso la chiusura da remoto delle 
valvole e la disattivazione dei sensori d’allarme.

https://www.wired.it/topic/malware/
https://www.wired.it/internet/web/2019/02/28/5g-sicurezza-informatica-cybercrime/


Le possibilità dell’AI

Increasingly realistic synthetic faces generated by 
variations on Generative Adversarial Networks 
(GANs). In order, the images are from papers by 
Goodfellow et al. (2014), Radford et al. (2015), Liu 
and Tuzel (2016), and Karras et al. (2017). 

Recent progress in image recognition 
on the ImageNet benchmark. Graph 

from the Electronic Frontier 
Foundation’s AI Progress 

Measurement project (retrieved 
August 25, 2017) 

The Malicious Use of ArSficial Intelligence: ForecasSng, PrevenSon, and MiSgaSon (Univesity of Oxford)



Today’s AI systems suffer from a number of novel unresolved vulnerabilities. 

These include data poisoning attacks (introducing training data that causes a 
learning system to make mistakes), adversarial examples (inputs designed to be 
misclassified by machine learning systems), and the exploitation of flaws in the 

design of autonomous systems’ goals. 

These vulnerabilities are distinct from traditional software vulnerabilities (e.g. buffer 
overflows) and demonstrate that while AI systems can exceed human 

performance in many ways, they can also fail in ways that a human never
would.

Le possibilità dell’AI The Malicious Use of Ar1ficial Intelligence: Forecas1ng, Preven1on, and Mi1ga1on (Univesity of Oxford)



Minacce

Espansione delle 
minacce esistenti

Nuove 
MinacceModifica delle 

caratteristiche 
tipiche delle 

minacce



o Automazione degli attacchi di social engineering

o Automazione della scoperta di vulnerabilità

o Maggiore sofisticazione degli strumenti e delle tecniche di hacking

o Denial of service basato su comportamenti «human-like»

o Analisi e prioritizzazione degli obiettivi di attacco

o Violazione o contrasto delle AI «legittime»

o Alterazione o comprensione del comportamento delle AI «legittime»

(pessimi) Scenari prossimi venturi
The Malicious Use of Ar1ficial Intelligence: Forecas1ng, Preven1on, and Mi1ga1on (Univesity of Oxford)



Fonte: PWC 2019 AI Predictions

Predizioni per il futuro…



Fonte: PWC 2019 AI Predictions

…e ambiti di sviluppo



AI…uto!

(fonte: Cylance – ricerca su 100 esperti negli USA)

Which industries and departments are investing in AI? 
According to the survey, the technology is primarily in 
use in the IT, security, operations, and customer service 
areas, while manufacturing and logistics are also among 
the top departments asking for it. As far as units within an 
organization, respondents say IT departments lead adoption 
at 75%, followed by security teams at 48% and operations 
at 39%. As far as where respondents are feeling the most 
impact, IT, security, and manufacturing and logistics are the 
departments where AI has changed the way they work the 
most. In general, departments that traditionally deal with 
data and analytics are best positioned to take advantage of AI.
Survey respondents say they were pleased with the results 
they’ve seen from their use of AI technologies, despite the 
hype. While 76% of respondents say they are concerned 
that over-optimistic marketing will make it difficult to vet 
AI-powered tech, 86% say the AI they’ve used has lived up 
to its promises. Furthermore, 64% expect to see ROI from 
their investments in AI in fewer than two years, with the top 
benefits expected to be improved operational efficiency at 
49%, improved business performance at 48%, and automation 
of repetitive tasks at 44%.

AI-powered technology has changed the way these 
departments operate.
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4AI IN THE ENTERPRISE: THE AI RACE IS ON



AI…uto!

60% +
degli esperti di cybersecurity, ritiene che l’intelligenza 
artificiale sarà utilizzata per attacchi informatici sempre 

più devastanti nei prossimi 12-18 mesi
(fonte: Cylance – ricerca su 100 esperti negli USA)



AI…uto!

39% +
degli esperti di cybersecurity preoccupati dallo stato 

degli aggiornamenti e delle patch sui sistemi

(fonte: Cylance – ricerca su 100 esperti negli USA)



Tecniche di attacco (rispetto al 2017)

+39% 
Know Vulnerabilities



Ci sono cose che non cambiano mai…
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What changed from 2013 to 2017?
Change has accelerated over the last four years, and the OWASP Top 10 needed to change. We've completely refactored the 
OWASP Top 10, revamped the methodology, utilized a new data call process, worked with the community, re-ordered our risks, re-
written each risk from the ground up, and added references to frameworks and languages that are now commonly used.

Over the last few years, the fundamental technology and architecture of applications has changed significantly:
• Microservices written in node.js and Spring Boot are replacing traditional monolithic applications. Microservices come with their 

own security challenges including establishing trust between microservices, containers, secret management, etc. Old code never 
expected to be accessible from the Internet is now sitting behind an API or RESTful web service to be consumed by Single Page
Applications (SPAs) and mobile applications. Architectural assumptions by the code, such as trusted callers, are no longer valid.

• Single page applications, written in JavaScript frameworks such as Angular and React, allow the creation of highly modular 
feature-rich front ends. Client-side functionality that has traditionally been delivered server-side brings its own security challenges.

• JavaScript is now the primary language of the web with node.js running server side and modern web frameworks such as 
Bootstrap, Electron, Angular, and React running on the client.

New issues, supported by data:
• A4:2017-XML External Entities (XXE) is a new category primarily supported by source code analysis security testing tools

(SAST) data sets.

New issues, supported by the community:
We asked the community to provide insight into two forward looking weakness categories. After over 500 peer submissions, and 
removing issues that were already supported by data (such as Sensitive Data Exposure and XXE), the two new issues are:
• A8:2017-Insecure Deserialization, which permits remote code execution or sensitive object manipulation on affected platforms.
• A10:2017-Insufficient Logging and Monitoring, the lack of which can prevent or significantly delay malicious activity and breach 

detection, incident response, and digital forensics.

Merged or retired, but not forgotten:
• A4-Insecure Direct Object References and A7-Missing Function Level Access Control merged into A5:2017-Broken Access 

Control.
• A8-Cross-Site Request Forgery (CSRF), as many frameworks include CSRF defenses, it was found in only 5% of applications.
• A10-Unvalidated Redirects and Forwards, while found in approximately 8% of applications, it was edged out overall by XXE.

OWASP Top 10 - 2013 Î OWASP Top 10 - 2017
A1 – Injection Î A1:2017-Injection

A2 – Broken Authentication and Session Management Î A2:2017-Broken Authentication 

A3 – Cross-Site Scripting (XSS) Ô A3:2017-Sensitive Data Exposure

A4 – Insecure Direct Object References [Merged+A7] ∪ A4:2017-XML External Entities (XXE) [NEW]

A5 – Security Misconfiguration Ô A5:2017-Broken Access Control [Merged]

A6 – Sensitive Data Exposure Ò A6:2017-Security Misconfiguration

A7 – Missing Function Level Access Contr [Merged+A4] ∪ A7:2017-Cross-Site Scripting (XSS)

A8 – Cross-Site Request Forgery (CSRF) : A8:2017-Insecure Deserialization [NEW, Community]

A9 – Using Components with Known Vulnerabilities Î A9:2017-Using Components with Known Vulnerabilities

A10 – Unvalidated Redirects and Forwards : A10:2017-Insufficient Logging&Monitoring [NEW,Comm.]

RN Release Notes

Top ten
vulnerabilities

2017
OWASP Top 10 - 2017
The Ten Most Critical Web Application Security Risks

This work is licensed under a
Creative Commons Attribution-ShareAlike 4.0 International Licensehttps://owasp.org
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Segnali Deboli:

+55% APT

+140% 0-day



AI per la Cybersecurity

n Adozione: 
u Il 12% delle aziende enterprise negli USA hanno 

implementato soluzioni di AI per la cybersecurity in modo 
esteso

u Il 27% ha implementato solo soluzioni di security analytics

n Driver:
u Incident Detection (29%)
u Incident Response (27%)
u Identificare e comunicare rischi al business 24%
u Correlare informazioni e fornire in tempo reale lo stato 

della sicurezza (22%)
Fonte: ESG Research, 2018
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